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Abstract— The ability to rearrange a physical environment
depends to varying degrees on perceptual skill, the ability
to navigate unstructured environments, manipulate objects
effectively, and long-horizon task planning. Previous studies on
rearrangement are restricted by object-centric assumptions and
either deal with sparse arrangement of objects or do not adapt to
different goal configurations. We propose a feature-based method
that jointly learns two action primitives and a rearrangement
planning policy in a table-top setting. Two separate fully-
connected networks map visual observations to actions and
another deep neural network learns rearrangement planning
conditioned on the goal specification, perceptual input and
selected action primitive. We directly compare our method with
a state-of-the-art model in simulation and achieve comparable
results on general rearrangement tasks. We show that our system
can handle more challenging settings (non-singulated objects
and object swaps) which the state-of-art-model struggles with.

I. INTRODUCTION

Rearrangement is a canonical task that integrates multiple
perception and manipulation skills necessary to build sophisti-
cated robots that can carry out complex tasks with minimum
human supervision in unstructured environments [1]. In this
work, we focus on the tabletop object rearrangement problem,
as represented in Fig. [T}

Previous studies in task and motion planning have explored
this problem while relying heavily on object-centric assump-
tions, e.g. known object models and object segmentation.
However, in real life tasks, robots usually encounter diverse
object shapes and placement densities. In such environments,
the performance of most object-centric methods will be com-
promised, e.g. model-based methods do not generalize well to
novel objects and densely cluttered object arrangements will
result in noisy object segmentation. Therefore, we propose
an end-to-end feature-based approach to learn two action
primitives, and rearrangement planning through trial-and-
error, that can generalize to novel objects and complete
rearrangement tasks in densely cluttered environments.

We jointly learn two action primitives: PUSH and GRASP
and a rearrangement PLACE policy in a deep Q-learning
framework. Through pre-trained vision models, we first gen-
erate visual feature maps of the current RGB-D image of the
workspace and the goal specification image. Three separate
deep neural networks are used to predict the pixel-wise Q-
value maps respectively for PUSH actions, GRASP actions and
rearrangement PLACE actions. We incorporate correlation
convolution as part of both the GRASP network and the
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Fig. 1: Overview. Given a goal specification image and RGB-
D images of the current scene from the camera, our system
predicts a sequence of actions that can transition the current
object arrangement to the goal configuration.

rearrangement PLACE network which captures the similarity
between the current feature map and the goal feature map
by leveraging spatially-consistent visual representations. We
directly pass the visual feature map for PUSH through a fully
convolutional network (FCN) to get the best pushing pose
that maximizes future grasp success. The GRASP network
picks the best grasp candidates while filtering out grasp poses
for objects that are already at their goal positions based on
the current visual feature map and its correlation with the
goal feature map. The rearrangement PLACE network learns
to predict the best placement location by maximizing the
similarity between local visual features of the grasped object
and the goal visual feature map, while avoiding placement at
positions that are already occupied by objects.

The main contributions of our work are:

« An end-to-end learning-based planning approach with
no object-centric assumptions, e.g. object segmentation,
that maps directly from pixels to actions to reposition
objects and prioritize the rearrangement of objects that
are not at their goal positions.

e Our method achieves comparable results on general
rearrangement tasks with a state-of-the-art model in
simulation. Additionally, it handles more challenging
settings (non-singulated objects and object swaps) which
the state-of-art-model struggles with.

Our system is trained through interacting with simulated
object arrangements under self-supervision. We evaluate
our system on a simulated URS robot and demonstrate
rearrangement policies (learned offline in simulation) on a
Franka Panda robot arm.



II. BACKGROUND & RELATED WORK
A. Primitive Learning

Model-based methods for robotic action primitives [2], [3],
[4], have been successful in structured environments, while
heavily relying on known object shapes, poses, or manually-
engineered motion planning. However, manipulating unknown
objects in unstructured environments is a fundamental skill
for general-purpose robots that can carry out long-horizon
complex tasks in different settings. Previous studies focused
on data-driven methods have leveraged deep learning, espe-
cially deep reinforcement learning, for robot object-agnostic
action learning that can generalize to novel objects for a single
action primitive [5], [6], and for synergies between prehensile
and non-prehensile skills [7], [8]. While these learning-
based methods have mainly focused on model accuracy and
efficiency for executing actions (e.g. success rate), as we
will discuss, the learning objective in our system includes
additional prioritization for long-horizon rearrangement tasks.

B. Rearrangement

Rearranging unknown objects in an unstructured environ-
ment reduces to several sub-tasks for the robot: infer informa-
tion from perception, navigate in the environment, manipulate
objects precisely and solve multi-step task planning [1].

In the task and motion planning (TAMP) literature, there
has been significant work on rearrangement tasks that tackles
the planning problem with predefined transformations instead
of perceptual inputs, e.g. push or pick-and-place an object
of known shape and pose [9], [10], [11], [12], [13], [14],
[15]. So called ’end-to-end’ approaches [16], [17] take in
raw sensory input and directly produce actuation commands.
Our work also falls into this category. Vision for robotic
manipulation or task and motion planning initially were
applied for pose estimation and object detection [3], [18],
[4], [19]. End-to-end models that integrate these vision-based,
object-centric methods show great performance and sample
efficiency, but perform poorly when they encounter unknown
objects or adversarial environments due to the object-centric
representations they employ [20], [21], [22]. Other vision-
based end-to-end approaches to multi-step planning tasks
remove object-centric assumptions by leveraging spatially
consistent visual feature correlations [20], [17], [23]. and
learning policies from expert demonstrations.

Our work is most closely related to NeRP [21] wherein
a deep neural network-based approach is proposed that can
rearrange unseen objects on a tabletop. NeRP achieves state-
of-the-art results for tabletop rearrangement, but requires
segmented visual data as input, and struggles when the
scene segmentation quality drops and fails to get object-
correspondence from perceptual data. Our method success-
fully captures feature-correspondence in such scenarios (e.g.
cluttered environments) and completes the task. In contrast
to NeRP, which learns from previously stored expert demon-
strations, our approach learns from sparse reward. Further,
our model is trained only on general rearrangement tasks,
and we show that it generalizes to more challenging settings,

e.g. object swaps and cluttered environments, without explicit
demonstration on such tasks.

III. LEARNING MULTI-ACTION REARRANGEMENT
A. Problem Formulation

We formulate the tabletop rearrangement problem as a
Partially Observable Markov Decision Process (POMDP). A
POMDP is a 7-tuple (S,A,T,R,Q,0,y) where s € S denotes
a state and the state space, a € A denotes an action and the
action space, T is a set of conditional transition probabilities
between states, R : S XA — R is the reward function, Q
denotes a set of observations, O denotes a set of conditional
observation probabilities, and 7y € [0,1] is the discount factor.
In this task, we define the state s as the positions and
orientations of objects in the workspace. The actions a € A
consist of the choice of action primitive y, the end-effector
position X and orientation 0:

a=(y,x,0),y € {PUSH ,GRASP ,PLACE },x,0 € R>.

The reward function for PUSH and GRASP is a sparse
reward function - 1 for successful grasps and 0.5 for
successful pushes. We consider a GRASP successful if the
antipodal distance between parallel-jaw gripper fingers after
a GRASP attempt is higher than a pre-defined threshold. Since
we only use PUSH to singulate cluttered objects in order
to enable future GRASP actions, and we do not consider
PUSH itself as a rearrangement action, we designed our
PUSH reward to encourage changes in the scene. PUSH is
successful if the pixel-wise difference in the depth image
after it is executed is larger than a pre-defined threshold.
The reward for PLACE is defined as the variance of average
distance to goal positions of all N objects after a PLACE :

N N
=Y di—Y.d"")/N, (1

where d] represents the Euclidean distance between object i’s
current position and its goal position at time ¢. Observation
o, is defined as the RGB-D image captured by an ego-centric
view camera at time ¢. For each observation o;, we rotate it
in 16 different directions as input to predict the pixel-wise
Q-value map for executing actions with different orientations.
The goal specification o, is given by an RGB-D image of
the goal object arrangement captured by the camera from the
same ego-centric viewpoint. Our model learns to transform
the initial object arrangement to match the goal specification
image with three actions: PUSH , GRASP and PLACE .

B. Learning PUSH & GRASP

Given the current observation of the scene oy, i.e. the RGB-
D image captured by the ego-centric camera at time ¢, we use
fully-connected neural networks (FCNs) to model Q-functions
that estimate the expected reward for each action candidate.
The network structure is shown in Fig. [2] The 121-layer
DenseNet [24] module contains two separate DenseNets that
are pretrained on ImageNet [25] for RGB and depth feature
extraction respectively. In each FCN module, we have two
1 x 1 convolutional layers with batch normalization and ReLU
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Fig. 2: System overview. Our system takes in current and goal RGB-D image of the workspace and predicts the next action
(i.e. PUSH or GRASP ), along with the position and orientation for executing that action.

activation before every convolutional layer. After FCN, we
upsample with bilinear mode to have a pixel-wise Q-value
estimate of the same size as input images. Each pixel unit
in the Q-value map corresponds to the expected reward for
executing an action at this pixel location.

At each timestep ¢, the robot picks the action with the
highest Q-value and calculates loss by computing the temporal
difference (TD) between the estimated reward and the actual
obtained reward after execution. We only compute the loss
for the selected pixel/pose (where the robot will take the next
action), all other pixels/poses backpropagate with loss 0. We
generate the label y?U" for PUSH at time ¢ by calculating
the depth image difference after executing the action. If the
difference is higher than a predefined threshold we consider
the PUSH successful, i.e. yf"S" = 1, otherwise y;"5" = 0. For
GRASP , we obtain the label yeR4SP at time 7 via the feedback
signal from the gripper, if GRASP is successful, yFRASP =1,
otherwise ySR4SP = (. We use Huber Loss for both action
primitives. For the executing action at time ¢, let y; denotes

the label, Q; denote the estimated reward, the TD is given

by |Q; — |, loss is calculated as:
3O =y oyl <1
L= 2\%t Vi)™ =yl < 1L, 2
|Or —yi| — %, otherwise.

Zeng et al. [7] proposed Visual Pushing Grasping (VPG)
which also uses deep neural networks to map visual obser-
vations to PUSH and GRASP actions. VPG [7] is designed
for tabletop decluttering, so its only optimizing objective is
the GRASP success rate. However, for rearrangement tasks,
objects that are already at their goal positions, despite their
GRASP accessibility, should not be repetitively picked up.

Let ¢(o;) and ¢(o,) denote the feature maps of current
image o, and goal image o, extracted by separate 121-layer
DenseNets. In our work, to avoid repetitive GRASP actions for
correctly rearranged objects, we calculate the cross-correlation

between y(o;) and ¢(0,):
Pgrasp = ¢(0t) * ¢(08)

Since each pixel represents a grasp candidate, @gr.sp Captures
the similarity between o, and o, over all GRASP candidates.
We subtract @grasp from ¢ (o;) resulting in lower Q-values for
areas that are highly similar to the goal image:

‘PI(OI) =¢(or) — Qgrasp- 3)

At locations where objects have been successfully rearranged
(i.e. within error range of their goal positions), Qgrasp is high
and hence by subtracting Qgrasp from ¢ (o;), these locations
have lower Q-values and the robot can avoid grasping these
objects without an extra object sequencing mechanism. We
further pass ¢’(o;) through a FCN to get a pixel-wise Q-
value estimate for GRASP and calculate loss as shown in
Eq[2] By minimizing TD-error between Q-value estimate
and GRASP execution outcome and applying correlation
subtraction (Eq@) at the same time, the robot learns a
GRASP policy that maximizes the successful grasping while
preventing redundant grasping.

C. Learning PLACE for Rearrangement

Similar to [17], we consider PLACE policy as predicting the
Q-value distribution at time ¢ given the current observation
or, the goal specification o, and the successfully executed
GRASP at time t — 1. If the previous executed action is a
successful GRASP , we automatically assume the next action
is to PLACE the grasped object. If the previous executed action
is not a GRASP or if the previous executed GRASP failed, we
do not execute the PLACE action, and pick the next PUSH or
GRASP based on Q-value predictions.

The PLACE policy objective is to find the best placement
for the grasped object. As shown in Fig[2] we pass the
visual observation at time ¢ — 1, i.e. the RGB-D image before
we execute GRASP , and the goal specification o, through



separate pretrained 121-layer DenseNets[24] to obtain the
visual feature maps ¢(o0;—1) and ¢(o,). Given the executed
GRASP 7P, we crop a partial feature map ¢ (o,—1)[t™","] on
¢ (0,—1) with a predefined crop window size centered at 7", ".
Intuitively, if ¢ (o,—1)[t™|T] captures the visual features of
the grasped object, the system can use ¢(o,_1)[t™ "] as a
template and find the best matching local features to it in the
goal image. The cross-correlation between ¢ (0,—1)[t%"| 7] and
¢(0,) can output a feature similarity distribution showing the
resemblance between ¢(o,_1)[t%"F] and the local features

-1
at every placement in ¢ (o,):

(ptsimilarity _ ¢<0t_1)[r;g£ﬁ]SP] * ¢<0g).

Different from Zeng et al. [17], we also apply cross-
correlation between only depth images of ogepth and o;iepth:

depth depth
o epth _ ¢<0tept )*(P(Ogepth),

which outputs a pixel-wise distribution over the workspace
indicating whether a pixel location is occupied by objects in
the current scene or in the goal scene. The pixel-wise Q-value
map is calculated by:

(plplace _ (ptsimilarity o (ptdepth. 4)
where we avoid placing the grasped object on top of other
objects or at other goal positions corresponding to other
objects by lowering the value for occupied pixels. @f*<E
is a pixel-wise Q-value map and each pixel represents a
potential placement for the grasped object. The location in
¢(0g) that has the highest similarity and is not occupied
by other objects at the same time is considered as the best
PLACE 77 for the grasped object: 77*° = argmax @FVACE .
To model the end-effector rotation of PLACE , we rotate the
current image o; in 16 different directions as input and pick
the one with the highest Q-value prediction.

We also use Huber Loss for learning the PLACE policy. The
label yPMCE is given by Eq. [} yF**E > 0 when the robot
moves the object closer to its goal position. The temporal
difference is given by | max @/A“® — yPLACE | The loss can be
calculated as same as in Eq.[2} Similar to PUSH and GRASP,
we only backpropagate the selected pixel with the loss value
and any other pixels backpropagate with loss 0.

IV. EXPERIMENTAL EVALUATION
A. Simulation Configuration

We use a simulated URS robot with parallel-jaw gripper
in the CoppeliaSim [26] simulator, as shown in Fig[3]

B. General Tasks

In general task scenarios, we measure our system’s ability
to complete rearrangement tasks with different numbers of
objects and directly compare our results with the state-
of-the-art model NeRP [21]. We generate new training
scenarios following the method described in NeRP. In each
scenario, we generate a new goal arrangement and a new
initial arrangement with randomly picked object positions,
orientations, shapes and colors. We train our system with

Fig. 3: Simulation configuration. A RGB-D camera provides
visual inputs from an ego-centric view of the workspace.

5-object scenarios till convergence over 3000 iterations. In
each iteration, the robot executes one action (e.g. PUSH ,
GRASP , PLACE ). We test with novel shapes that the robot
has not seen during training, which shows our model’s ability
to generalize.

Task completion rate and planning steps are measured to
show the system’s ability to finish the rearrangement task
through sequential decision making. We consider an episode
to be complete when the maximum error between any object’s
current position and its goal position is less than 5 cm. This
means at the end of each completed episode, for any object in
the scene, the Euclidean distance between its current position
to its goal position is less than Scm. We count the average
steps in each completion to show the planning efficiency
of our policy. Table [I] shows quantitative results over 50
randomly generated test scenarios where we directly compare
our system with the state-of-the-art model NeRP. In terms
of task completion rate, we are competitive with NeRP in
scenes with fewer objects and we outperform NeRP when
the workspace becomes more cluttered (i.e. more objects in
the scene). However, our system plans and executes more
steps compared to NeRP due to collaborative PUSH actions
and failed GRASP attempts. We further evaluate and discuss
PUSH and GRASP as action primitives in Sec[[V-E.0.q]

Model NeRP [21] Ours

Ob;. Completion Steps Completion Steps
3 98.25 £0.57 458+082 9746+0.85 537 +0.09
4 97.60 £ 1.20 570 £ 1.38 9534 +£1.57 9.02 +1.18
6 98.09 £ 040 8.69 +2.15 9250 £ 1.11 9.30 + 0.50
7 90.62 £ 1.03 947 £223 93.75+1.28 12.57 +2.18

TABLE I: Comparison with NeRP. Both models trained on
random rearrangement of 5 objects. NeRP statistics from [21].

C. Challenging Tasks: Swap

In this task setting the goal positions of certain objects
are occupied by other objects in the initial arrangement. This
requires the robot to first move the “placeholder” and then
reposition the object to its goal position.



Fig. 4: Swapping two objects. In this 3-object scenario, we intentionally set the green object and the blue object to occupy
each others’ goal positions in the initial arrangement. Therefore the robot needs to swap these two objects.

We test our model with 3-object scenarios where the first
object and the second object always occupy each others’
goal positions in the initial arrangement. A third object is
added to the scene for a sanity check. Since the goal position
of the third object is unoccupied, the robot is expected to
successfully rearrange it. In each scenario, we generate a
new goal arrangement for all three objects and obtain a new
initial arrangement by switching the positions of the first two
objects, and randomly choosing the third object’s initial pose.

We evaluate our model over 50 test scenarios, and report
the average task completion rate and planning steps in Table
We also show an example completion of our model in Fig.
E[ With 62.5% task success rate, our model can complete the
3-object rearrangement task within 5.60 steps. Note that with
the swapping action required, for 3-object rearrangement tasks
the optimal solution costs 4 steps. As stated in Sec. [Tl our
system only models the rotation of end-effector for PLACE in
the xy-plane. Therefore, when an object’s orientation changes
in the xz-plane or the yz-plane, such as the brown object
shown in Fig. @ our model cannot adjust it to the exact goal
configuration shown in the goal image.

D. Challenging Tasks: Clutter

In this task setting we start with initial configurations of
objects that are densely cluttered. This requires the robot
to use PUSH actions to singulate objects and prioritize
rearrangement for already singulated objects. In object-
centric methods, densely cluttered scenes usually result
in noisy object segmentation which severely lowers the
performance of these algorithms and grasp-only systems
struggle when no feasible grasp pose is available in a densely
cluttered environment. Our system addresses this challenge
by leveraging PUSH actions that singulate objects from clutter
for future GRASP success.

Let O be an object arrangement and {(x1,y1),..., (xn,¥n)}
denote n objects’ position in O, To distinguish if an object
arrangement is cluttered, we define the clutter coefficient of
an object arrangement O as ¢(O):

(0) = —log {1 ¥ (yi )}, 5 = kNN(x)

in which KNN(x;) estimates y; through k-nearest neighbors
regression on every other object’s position in the scene. Clutter
coefficient is calculated as the negative logarithm of the mean
squared error (MSE) for all predictions y;. When objects
are closer to each other (i.e. the scene is more cluttered),

(a) 1.69, non-clutter

(b) 1.82, non-clutter (c) 2.54, clutter

Fig. 5: Measuring clutter. 3 example arrangements with
clutter coefficient values.

MSE decreases and c¢(O) increases. We consider object
arrangements with ¢(O) > 2.0 (MSE< 0.01) as ’cluttered’. 3
example object arrangements are shown in Fig. [3

To test our model’s ability to rearrange from a cluttered
initial configuration, in each test scenario, we randomly pick
5 shapes and colors, generate a random goal arrangement Og
and an initial arrangement Qg with ¢(Qy) > 2.0. We test our
system on 50 5-object test scenarios; the results are reported
in Table [lIl We achieve 86.67% average task success rate
within 10.46 planning steps. The average number of planning
steps increases compared to the general tasks because there
are collaborative PUSH actions involved in the task completion.
An example clutter rearrangement is shown in Fig[d

Task Success Rate (%)  Planning Steps
Swap 62.50 £ 1.21 5.6 £0.34
Clutter 86.67 £ 1.42 10.46 + 1.19

TABLE II: Quantitative evaluation results for challenging
rearrangement tasks. Our model is not re-trained on these
specific settings, we use the same model trained with general
5-object scenarios. NeRP [27] does not report swap scenario
statistics, making a direct comparison infeasible.

E. Ablation Studies

We conduct ablation studies that explore different vision
models for visual feature extraction and substantiate the
necessity of correlation subtractions in our system.

a) Visual Feature Extractors: We believe the quality of
visual features directly affects the model’s accuracy for action
execution. With three different vision models, we evaluate
their impact on our system by general GRASP success rate and
GRASP success rate after PUSH . General GRASP success rate
is defined as the ratio of successful GRASP in all GRASP at-
tempts. This is a measure of the accuracy of the GRASP policy.



Fig. 6: Rearranging in clutter. 4 objects are clustered together (clutter coefficient: 2.04) so a pre-grasp PUSH is required.

GRASP success rate after PUSH is defined as the ratio of
successful grasps executed directly after a PUSH action, which
indicates the potential benefits to GRASP success via helpful
PUSH actions that precede them. PLACE as an action primitive
is not directly evaluated for accuracy because we assume the
robot can always successfully release the grasped object at
a given location. However, the quality of PLACE prediction
can be inferred from results shown in SecIV-Bl General
GRASP success rate and GRASP success rate after PUSH over
the training process are shown in Fig. [Ta| In Fig. [7a we
observe that VGG16 [28] has significantly lower GRASP suc-
cess rate than ResNet50 [29] and DenseNet121 [24]. Both
ResNet50 and DenseNetl121 converged after 1500 iterations
and reached ~ 80% GRASP success rate. Only DenseNet121
shows improvement in GRASP success rate after PUSH ,
indicating its ability to learn a collaborative PUSH policy.
We also report the average testing GRASP success (GS) and
GRASP success rate after PUSH in Fig. There is no
significant difference in average GRASP success rate between
ResNet50 and DenseNet121; we pick DenseNetl121 [24] as
our visual feature extractor due to its higher GRASP success
rate after PUSH so our model can solve cluttered scenarios
where PUSH actions are needed to singulate objects. With
an average GRASP success of 81.8% with DenseNet121 (Fig.
@) and included collaborative PUSH actions, we expect the
number of planning steps executed by our model to be higher
than NeRP since the accuracy of executing GRASP actions
and the number of PUSH actions can both potentially affect
the number of planning steps in each task completion.

s
G5 after Push

750

500 1000 1500 2000
Number of training steps

(a) training (b) testing

Fig. 7: Quantitative evaluation results (%) for PUSH and
GRASP with different visual feature extraction models. All
vision models are pre-trained on ImageNet[25].

b) Correlation Subtraction: To demonstrate the neces-
sity of applied correlation subtractions for GRASP (Eq[3) and
PLACE (EqH), we conduct two separate ablation studies where
we remove each correlation subtraction. In Figs[8| and 0] the
heatmaps’ rotation models the end-effector orientation when
executing GRASP or PLACE . The centers of the red circles
are the highest Q-value pixel locations in the heatmaps. An
example of removing the GRASP correlation subtraction in
Eq[3]is shown in Fig[8] Without Eq[3] the robot repeatedly
grasps the green object due to its highest GRASP Q-value
even though it is within the predefined error range from its
goal position and there are other graspable objects that are
not rearranged. By adding GRASP correlation subtraction, the
brown object, which is not previously rearranged, becomes
the highest GRASP Q-value object. We show an example of
skipping the PLACE correlation subtraction in EqH] where we
directly use @ ™ a5 PLACE Q-value estimate in Fig
Without EqH4] the robot causes the brown and blue objects
to collide since the goal position of the brown object is
blocked by the blue object. However, by applying Eq4] we
avoid collision by placing the brown object at an intermediate
position that is unoccupied and near its goal position.

Grasp Heatmap (no subtraction)

Grasp Heatmap (W subtraction)

Fig. 8: Correlation subtraction for GRASP . The GRASP Q-
value estimate for the green object remains the highest even
though it is already at its goal position.

Fig. 9: Correlation subtraction for PLACE . The robot
picks the brown object for rearrangement. Without EqM] the
placement (at red circle) will collide with the blue object.



FE. Real Robot Demonstration

We illustrate the execution of the system on a Franka Panda
robot with a parallel-jaw gripper (Fig[I) wherein the arrange-
ments and action trajectories in the real robot demonstration
are collected in simulation (the robot demonstration is thus
an example execution trace of a plan learned offline).

V. CONCLUSION AND FUTURE WORK

We presented a feature-based end-to-end approach to rear-
range objects of unknown shape on an open tabletop with two
jointly-learned transformations PUSH and GRASP and a learned
rearrangement PLACE policy from visual input. Our model
trains through a deep Q-learning framework while leveraging
the spatial consistency in visual features. It shows competitive
results with the state-of-the-art object-centric method and
generalizes to more challenging rearrangement tasks including
swapping objects, and repositioning dense non-singulated
cluttered arrangements. Our model is limited to positions and
orientations in the xy-plane which results in misalignment
around the z-axis at the goal pose. We plan to address this in
future work and are actively exploring extending our vision-
only method to incorporate other perceptual modalities to
tackle more challenging settings.
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